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ABSTRACT

Researchers at the University of California Davis have developed an unlearning method that
precisely removes specific data influences from trained large language models while preserving
their overall knowledge and performance.

FULL DESCRIPTION

Forgetting-MarI introduces an information-theoretic approach to machine unlearning for LLMs
by targeting only the marginal information contributed by data to be forgotten, rather than
erasing all  related content.  This technique balances the removal of  sensitive or proprietary
information with the preservation of general model capabilities by regularizing model training
with a mutual information loss, enabling provable guarantees that the unlearned data becomes
undetectable by existing detection methods. Forgetting-MarI integrates easily into existing full-
parameter  fine-tuning  pipelines  and  supports  continual  unlearning,  making  it  efficient  and
scalable for real-world applications requiring compliance with privacy regulations such as GDPR
and CCPA.

APPLICATIONS

▶ Healthcare AI systems requiring removal of patient data to comply with privacy laws. 

▶ Financial services deploying LLMs that must adapt to regulatory data deletion requests. 

▶ Enterprise software integrating LLMs subject to data governance and intellectual property

constraints. 

▶ Consumer applications where user data or copyrighted content must be selectively

forgotten. 

▶ Multimodal AI models needing efficient unlearning mechanisms as content sources evolve. 

▶ Organizations seeking competitive advantage by demonstrating verifiable privacy

compliance in AI deployment.

FEATURES/BENEFITS

▶ Targets only unique (marginal) information contributed by data to unlearn, preserving

shared knowledge and general model capabilities. 

▶ Provides theoretical guarantees ensuring that the unlearned data is undetectable by

current detection methods. 

▶ Compatible with any gradient-based fine-tuning framework, enabling easy integration into

existing LLM training pipelines. 

▶ Supports continual unlearning, allowing repeated and efficient removal of data over time

without costly retraining. 
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▶ Achieves superior utility preservation and unlearning effectiveness compared to state-of-

the-art methods. 

▶ Prevents privacy breaches and data misuse by removing sensitive, proprietary, or legally

protected information embedded in LLMs. 

▶ Eliminates the need for costly and time-consuming full model retraining to comply with

data removal requests. 

▶ Addresses over-unlearning issues in existing methods that degrade model performance by

erasing shared or retained knowledge. 

▶ Enables compliance with evolving data privacy regulations and copyright laws. 

▶ Mitigates risks of detection and inference attacks targeting sensitive training data.
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